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Abstract—Networks on chips (NoCs) are becoming popular
as they provide a solution for the interconnection problems on
large integrated circuits (ICs). But even in a NoC, link-power
can become unacceptably high and data rates are limited when
conventional data transceivers are used. In this paper, we present a
low-power, high-speed source-synchronous link transceiver which
enables a factor 3.3 reduction in link power together with an 80%
increase in data-rate. A low-swing capacitive pre-emphasis trans-
mitter in combination with a double-tail sense-amplifier enable
speeds in excess of 9 Gb/s over a 2 mm twisted differential inter-
connect, while consuming only 130 fJ/transition without the need
for an additional supply. Multiple transceivers can be connected
back-to-back to create a source-synchronous transceiver-chain
with a wave-pipelined clock, operating with � offset reliability
at 5 Gb/s.

Index Terms—Capacitive pre-emphasis transmitter, glob-
ally asynchronous, locally synchronous (GALS), interconnect,
low-power design, low-swing, network on chip (NoC), on-chip
communication, source synchronous, wave-pipelining.

I. INTRODUCTION

O N-CHIP communication has become an active research
area in the past few years. This not only because on-chip

interconnects are becoming a speed, power, and reliability bot-
tleneck [1], but also because systems on chips (SoCs) start to
become so complex that they require new interconnection ap-
proaches [2], [3].

Networks on chips (NoCs) have emerged as the seemingly
best candidate to connect the many functional elements on
present and future SoCs [2]–[7]. Most of the long (global)
interconnects, which have the severest bandwidth limitations
and crosstalk problems, are eliminated in a NoC, especially
when mesh-like network configurations are used. An NoC also
enables easier clock-distribution with alleviated skew require-
ments and less power consumption as the various processing
elements can operate mesochronous [4]–[6] or asynchronous
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[7] to each other, using for example the globally asynchronous,
locally synchronous (GALS) design style.

Still, even in a NoC configuration, the network interconnects
and especially the routers can consume a considerable part of
the total power budget. In [6], for example, the on-chip network
consumes up to 39% of the total chip power (76 W when oper-
ating at 5.1 GHz) [8]. 17% of the network power is consumed
in the links (13 W at 5.1 GHz).

A NoC can therefore benefit from link-transceivers that
are more advanced than the standard inverters. High-speed,
low-power transceivers can for example facilitate network
topologies with longer and more wires than the standard mesh
topology, such as a (folded) torus or star topology, to simul-
taneously reduce the interconnect power and the average hop
count, and hence also the latency and the associated router
power [3], [4].

A number of on-chip transceiver improvements have been
proposed in the past, but they usually reduce either the power
consumed in the interconnect [4], [9] or improve the data-rate
achievable over the interconnect [10], [11]. In a recent paper
[12], we presented transceiver techniques for global on-chip in-
terconnects which both increase the achievable data-rate and de-
crease the transmission power.

In this paper, we will adapt these techniques for NoC ap-
plications and compare the resulting transceiver with other
common types of transceivers. Other topics that were not cov-
ered in previous publications are the optimization of the circuit
for yield versus power and the addition of synchronization
circuitry. Yield is an important issue given PVT variations,
random mismatch, crosstalk, and the fact that many transceivers
will be present on a NoC.

A schematic overview of the proposed NoC transceiver is
shown in Fig. 1. The transmitter uses a series capacitance to
lower the swing on the interconnect, increase its bandwidth
and lower the power dissipation. The interconnects consist of
twisted differential pairs to be robust towards disturbances such
as supply noise and crosstalk [13]. An improved sense amplifier
[14] clocks the data at the receiving end and regenerates it to
full swing. A clock or strobe channel is present alongside the
data-channels to enable source-synchronous operation.

This paper is organized as follows. Section II discusses data
links for networks on chip and the drawbacks of conventional
transceivers. Section III describes the improved low-swing
transmitters and Section IV discusses the accompanying re-
ceivers. Section V includes synchronization in the discussion
and describes the entire transceiver. The paper ends with the
conclusions in Section VI.
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Fig. 1. Overview schematic of the proposed transceiver for NoCs.

II. DATA COMMUNICATION ON A NOC

A. Interconnects for NoCs

The high capacitance and high resistance of on-chip intercon-
nects provide the grounds for the problems associated with in-
terconnects. The high capacitance causes high power consump-
tion and the mutual capacitance causes the dominant part of the
crosstalk. The RC product limits the bandwidth. In a dense inter-
connect environment, the inductance of the interconnects does
not play a significant role for lengths larger than a few tenths of a
millimeter [10]. To characterize the interconnects, we used 3-D
EM-Field solver simulations and measurements. The resulting
parameters are used in lumped-element models (100 lumps) for
circuit-level simulations.

In this paper, we will focus on interconnects that span one
or two processing tiles. A wire length of 2 mm is assumed
throughout the paper, but the same techniques apply to a va-
riety of lengths. The transceiver presented in [12] focused on
much longer (10 mm) wires and contains some additional equal-
ization circuitry to boost the data-rate. Wires of 2 mm have a
much higher intrinsic bandwidth (the RC product scales with
the length squared [1]), so we will focus here on slightly sim-
pler transceivers and leave out the receiver equalization.

We also assume that the interconnects are used unidirectional,
as bidirectional use of the interconnects complicates the design
of fast and power-efficient transceivers. Bidirectional commu-
nication can be implemented with a second set of interconnects,
as is often done in NoCs.

To maximize the throughput between two routers, it makes
sense to use wide data paths [3] with many densely packed in-
terconnects. In [10] it was shown that the cross-sectional dimen-
sions of interconnects should be chosen roughly equal to opti-
mize the bandwidth per cross-sectional area (BW/Area). A bus

Fig. 2. Conventional transceiver schematic.

with these optimized interconnects will have the highest achiev-
able throughput for a certain bus area (also see [15] and [16]).
Wires in the thick (reverse-scaled) top-metal layers will have
lower resistance and higher bandwidths so it makes sense to use
the top metal layers for the link when the data-rate per wire is
a limiting factor [2], [3]. However, the BW/Area is roughly the
same as for thinner metal layers [10], so one could choose to also
use the lower metal layers for the link. In this last case, certain
areas of the chip could be dedicated to the link interconnects to
enable high throughput in a well defined link environment.

To fully use the available BW/Area, it would also seem best
to use single-ended interconnects. But, as will be shown in later
sections, differential interconnects enable more robust trans-
ceivers that hardly suffer from crosstalk, can operate at higher
speeds and at a lower swing, which is why the proposed trans-
ceiver uses differential wires.

In the 1.2-V, 6-M, 90-nm CMOS process that is used in this
project, metal-4 wires with a width of 0.54 m and a spacing
of 0.32 m have the highest BW/area under the assumption that
the wires are surrounded by other wires in all directions. Under
these conditions, the interconnect parameters are

200 mm 280 fF mm (1)

or 240 fF/mm for single-ended interconnects [12].
With these dimensions, one differential channel will have a

pitch of 1.72 m. A link with for example a length of 2
mm and a width 64 bits in both directions occupies an area
of 1.72 m 0.44 mm when placed in one metal layer,
which can still easily fit above a 2 2 mm tile. When five metal
layers would be available to connect routers in a mesh topology
with, e.g., tiles of 2 2 mm each, then the
total link area becomes 3.5 mm , only
4% of the tile area of 100 mm . The total wire-length is then:

2 mm 20.48 m.

B. Conventional Data Transmission

In conventional digital IC design practice, interconnects that
are used for chip-wide data communication are simply treated
as part of the normal digital design flow, perhaps with a few
additional steps such as the (automated) placement of repeaters,
to minimize the delay per interconnect length [17].

An example of a “conventional transceiver” for data com-
munication on a NoC is shown in Fig. 2. It does not have re-
peaters because delay optimal repeater insertion comes at the
price of about 90% increase in power consumption (the
add 60% to the total capacitance [1] and the add another
30%). Furthermore, for these relatively short wires, repeaters
reduce the delay only marginally [1] as the dominant time-con-
stant of the interconnect itself is still only 96
ps. To be able to approach this intrinsic wire speed, the trans-
mitter from Fig. 2 does need to use a buffer-cascade with a
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Fig. 3. Signals at 5 Gb/s for three neighboring channels from a conventional
transceiver.

large and power-hungry driver. In Section III, it will be shown
that it is also possible to use a smaller and more power efficient
low-swing capacitive transmitter.

In classical synchronous systems, the maximum delay of a
combinatorial logic stage is limited to the clock period—or vice
versa: the clock-rate is limited by the stage with the maximum
delay—and this constraint is usually also imposed on the data
transceivers. But such a constraint is not necessary for a com-
munication channel, as is often demonstrated in wireline com-
munication where several bits can be in flight along the channel
at any given time. The channel bandwidth is the real limiting
factor for the data-rate. For on-chip transceivers, it is also easy
to achieve data-rates higher than provided that proper
clocking schemes are used, such as pipelined or source syn-
chronous schemes, as will be demonstrated in Section V.

Without additional layout measures, a conventional trans-
ceiver is not very suitable as a high-speed transceiver, because
its delay can vary widely due to crosstalk [1]. Fig. 3 shows the
effect of capacitive crosstalk between neighboring data wires in
a bus. The average delay of the transmitter and the 2 mm of in-
terconnect amounts to 205 ps, but the delay speeds up to 160 ps
when neighboring aggressors make a transition in the same
direction and the delay increases to 262 ps when the neigh-
boring aggressors switch in the opposite direction. Crosstalk
not only creates this varying delay (reduced eye-width), but it
also decreases the voltage noise margin (reduced eye-height)
as is visible in Fig. 3. Above a certain data rate, crosstalk
from specific aggressor data patterns can even prohibit proper
detection of data bits, as visible for the bit in the victim signal
at 1.9 ns. Quantitatively, crosstalk between neighboring
wires in one metal layer can decrease the achievable data-rate
by a factor of 1.7 [18]. Crosstalk problems become even worse
when the surrounding metal layers are also used as data paths.

A standard method to reduce crosstalk is to increase
the spacing between the wires or insert shield-wires and
shield-planes [15], [19], where the latter option also helps to
define a return path and reduce inductive crosstalk. To enable
the highest data-rates for each channel, one would need to
place a shield wire between every signal wire, but at the cost of
increased wiring resources and possibly a lower BW/area [15].

A conventional transceiver is also not very power efficient as
the transmitter needs to fully charge and discharge large wire

and driver capacitances. The setup shown in Fig. 2 consumes
775 fJ per upward transition (consumed mainly to charge the
wire) and 65 fJ per downward transition (consumed to charge
the driver capacitances), which averages to 420 fj/transition. As
an example for what this would cost on an entire chip, assume
the same situation as earlier with 2 mm long 64 bits wide links
in both directions, used in a mesh of 5 5 tiles. Furthermore
assume a clock-frequency of 5 GHz for the links, with an av-
erage switching-activity of about 25% (heavy traffic).
Then the total link power becomes
E/trans
2.7 W, which is not acceptable for low-power applications such
as mobile baseband processors [7]. The reported link power for
the 80-tile NoC from [6] is even higher: 13 W at 5.1 GHz.

C. Link Improvements

It is well recognized that low-swing signaling can reduce the
interconnect power consumption [9], [20], but at the cost of a
reduced noise margin. The degradation of data integrity due to
supply- and substrate-noise increases as the swing goes down.
Crosstalk also becomes an even more severe problem, espe-
cially when a full-swing aggressor interconnect is routed in the
vicinity of a low-swing victim.

Fortunately, the regular nature of the top-level wiring in a
NoC and the re-usability of the interconnection links justify a
slightly higher design-effort to better optimize the wires [3]. In
this way, routing of full-swing wires next to low-swing wires can
be avoided, as well as the routing of far-end wire parts next to
near-end ones. Application of these simple rules leaves only the
crosstalk between the different wires from the same bus, with
the neighbor-to-neighbor crosstalk as dominant part.

Application of twisted differential wires can effectively mit-
igate neighbor-to-neighbor crosstalk, needing only one twist in
every even wire pair and two twists in every odd pair [13], as
indicated in Fig. 1. The optimal positions of these twists de-
pend on the type of wire termination. With equal impedances
for transmitter and receiver, intra-bus crosstalk is perfectly can-
celed and the optimal twist positions are symmetric around the
midpoint [13].

The increase in power and area due to the doubling of the
number of active wires is actually not that large, among others
due to the earlier discussed overhead in shield wires for single-
ended channels. Even with shields, single-ended wires are less
immune towards disturbances than twisted differential channels,
which can even make a differential interconnect more power
efficient than a single-ended alternative because a differential
transceiver can operate at a lower swing [9].

The immunity to (supply- or ground) disturbances is not only
valid for the differential interconnects themselves but also for
the receiver, as a differential sense amplifier with a low offset
and a high power-supply rejection can be used [9], [14], which
can operate reliably at much lower noise margins than a single-
ended latch or logic cell. This advantage is shared by other al-
ternatives that use single-ended data wires and a shared refer-
ence, such as the pseudo-differential interconnect from [9]. The
ability to cancel crosstalk is however not present in pseudo-dif-
ferential interconnection schemes.

In the presented transceiver, differential interconnects with
twists are used. Due to the twists and the capacitive termination
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Fig. 4. Low-swing transceiver with multiple � ’s.

at both transmitter and receiver-side, practically all crosstalk is
canceled as will be demonstrated in Section V.

III. LOW-SWING TRANSMITTERS

The energy-cost for a rising edge with swing V equals
the well-known . Half of this energy is dissipated
during charging. The other half is stored in the interconnect
and dissipated at a later time when the interconnect is dis-
charged (the resistance of the interconnect prevents efficient
charge-recycling techniques). To reduce the link power it
hence makes sense to reduce the swing. If only a single supply
voltage is available and active circuits are used to reduce the
swing, there is no quadratic but linearly relation with the swing

. When a dedicated supply voltage is
available to generate the low-swing signal, then the power is
again quadratically dependent on the swing. Many low-swing
techniques with a dedicated supply voltage (either generated
on- or off-chip) for the transmitter have therefore been intro-
duced in the past [4], [9], [21], [22].

The need for a dedicated supply voltage is a drawback,
but the use of multiple supply grids becomes more accepted
now that SoC-designs start to use multiple supplies (multiple
voltage islands). SoCs use for example a high voltage
for the high performance (logic) parts and a slightly lower
voltage for the slower parts of the chip. Low-swing
interconnect drivers can switch between these two supplies
to generate the low-swing signal, with equal power efficiency
as the dedicated supply variant, but without the need for yet
another supply grid. An example schematic of such a low-swing
transceiver is shown in Fig. 4.

This variant still has several drawbacks. A first drawback is
the fact that the noise-margin is directly related to the amount
of supply-noise and a short drop in one of the two supplies can
easily introduce a bit-error. Tight coupling between the two sup-
plies, to lower the differential noise, could re-
duce this problem, but at the expense of area overhead for ex-
ample for coupling capacitors. A second drawback, which is
found in most low-sing transmitters, are the large transistors
that are needed to drive the interconnects with sufficient speed.
Driving these large transistors costs a lot of power and hence
decreases the efficiency.

To circumvent these drawbacks and simultaneously increase
the achievable data-rate, we propose to use capacitive pre-em-
phasis transmitters [12], [23]. The capacitive transmitter uses
a series capacitance to drive the interconnect, as shown
earlier in Fig. 1. This capacitance, together with the wire capac-
itance, acts as a capacitive divider which reduces the swing by a
factor of . The capacitive transmitter also

Fig. 5. Proposed low-swing capacitive pre-emphasis transceiver.

Fig. 6. Signals at 5 Gb/s for (a) the multiple � transmitter and (b) the ca-
pacitive transmitter.

increases the bandwidth of the interconnect [12], [23], as
emphasizes each transition with an overshoot. Compared to the
low-swing transmitters that switch between supplies, the capac-
itive transmitter is much less sensitive to supply noise, as the
capacitor divider also attenuates this noise. It does furthermore
not require a special supply voltage and the lower theoretical ef-
ficiency is more than compensated by the
reduction in energy overhead at the driver side.

To illustrate these claims, the capacitive transmitter and the
multiple- circuit were simulated and compared. The imple-
mentation of the capacitive transmitter that was used for the
comparison is shown in Fig. 5. It uses a MOST as , as the
high capacitance-density of the gate-oxide makes it very suit-
able as transmitter capacitance [12]. For the 2-mm intercon-
nects, a MOST with 2.7 m gives a swing re-
duction to 10% of the supply voltage. A PMOST channel-ca-
pacitance is used with the gate connected to the driver to avoid
loading the driver with the junction capacitances. An NMOST
(current-source) at the Tx-side and a PMOST (resistive) load at
the Rx-side define the low-frequency behavior and dc-operating
point [12] and these are narrow and long transistors to minimize
the static current.

Some signal waveforms of both circuits are shown in Fig. 6,
which clearly illustrates the pre-emphasis effect of the capaci-
tive transmitter. Numerical results are shown in Table I, which
also includes the simulation results of the conventional full-
swing transceiver from Fig. 2.
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TABLE I
COMPARISON OF THE DIFFERENT TRANSMITTERS

Both low-swing circuits have the same voltage swing and the
driver sizes were chosen such that the circuits can reach 5 Gb/s
with an eye-diagram that is at least 50% open. This means that
a relatively large driver is needed for the multiple- circuit,
which creates a significant overhead of 127 fJ/transition; 16
times more than the energy that is theoretically consumed. The
capacitive transmitter has only 25 fJ overhead on top of its the-
oretical energy as the series capacitance reduces the capacitive
load seen by the driver and hence enables a smaller driver-size.

In total, the capacitive transmitter is the most power-efficient
(total of 105 fJ/transition). The smaller driver chain also has less
delay and the pre-emphasis effect provides a higher achievable
data-rate of 9 Gb/s with 50% vertical eye opening versus 5 Gb/s
for the other two circuits. The conventional full-swing trans-
mitter can only achieve this 5 Gb/s when every signal wire is
fully shielded from any neighbors, to mitigate crosstalk. Com-
pared to the conventional transmitter, the capacitive transmitter
operates with four times lower power consumption, despite the
fact that it uses two active wires per channel instead of one.

Table I also shows that the delay of the capacitive transmitter
increases with 20 ps (33%) at the slow process corner and
100 C temperature. The delay of the conventional alternatives
increases by a larger margin of 42%/44%.

The swing (vertical eye-opening) of the capacitive trans-
mitter is affected by process variations, mainly because the N-
and PMOST that define the magnitude of the low-frequency
transfer spread with respect to each other (the capacitance
ratio is more stable). This effect can reduce the
swing in the worst-case corner to 95 mV. Compared to the
other low-swing transmitter, which has to cope with supply
variations that can easily amount to 100 mV, this is still quite
stable behavior.

The transistors that define the low-frequency behavior in the
capacitive transmitter also cause some static power consump-
tion However, the dynamic power easily dominates the static
part for data-rates above 90 MHz (assuming random data).
When the link is not used, it is easy to stop the static power
consumption by setting both the and the -bar high, to
break the current-path from the transmitter NMOSTs through
the wire to the PMOST loads at the receiver.

When the link is in use, the receiver PMOSTs operate in
triode and act as large resistances, connected to the (local) .
Note that this configuration makes the capacitive transceiver
well suited to cross (bridge) voltage domains, which can be an
advantage in SoCs that operate with multiple voltage islands.
This capability is both due to the differential nature and due to
the fact that the dc operating point (common-mode voltage) is
determined locally at the receiving end, which is good for robust
operation of the sense amplifier. This in contrast to the mul-
tiple-supply transceiver which has its common-mode defined at
the transmitting end.

The PMOST resistances are connected to the highest avail-
able reference: the (local) , which is not only simple,
but is also beneficial for the channel-capacitance density of
the -PMOST which is highest when it reaches strong
inversion. Connecting the (PMOST) resistances to the supply
does however require that the receiving sense amplifier is able
to cope with an input common-mode voltage that is close to

. A sense amplifier that tolerates these high common-mode
voltages is discussed next.

IV. RECEIVER AND OPTIMAL SWING

In a low-swing transceiver, a latch-type sense amplifier—or
in more general terms a clocked comparator—is a very suitable
data receiver. A sense amplifier is not only a very fast circuit
to regenerate the voltage to full swing, but it also samples the
incoming data and realigns it to the clock.

In a recent paper [14], an improved version of a voltage latch-
type sense amplifier was presented, which is fast and can operate
over a wide common-mode and supply voltage range. Also, The
offset of this “double-tail” sense amplifier is stable and does
not increase significantly for high input common-mode levels,
which is attractive for this application.

The schematic of the double-tail sense amplifier is shown in
Fig. 7 together with its signal behavior. The operation is similar
to a conventional latch-type voltage sense amplifier, apart from
the fact that the input stage and the cross-coupled stage of this
sense amplifier have a separate tail and are separated by a third,
intermediate stage (M10 and M11). The circuit does need both
a clock and a clock-not signal, but in case both complements are
not available, a simple inverter can derive one from the other as
their relative timing is not critical. To create static output signals,
an SR-latch can be added at the output of the circuit or two sense
amplifiers can be interleaved as shown in the next section. The
clock-to-output delay of a single sense amplifier core is about
70 ps for 50-mV differential input voltage, but the sum of its
setup and hold time is only 18 ps.

Offset is the bottleneck for the sense amplifier in this applica-
tion (the measured rms noise is a factor five lower than the ).
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Fig. 7. Double-tail sense amplifier and its signals.

Therefore, the transistor dimensions of the double-tail sense am-
plifier are optimized relative to each other to get the lowest offset
standard deviation per unit of power cost. Width scaling
(or impedance or area scaling) can subsequently be applied to
all the transistors together to match the offset standard deviation
to the desired specification [24] while maintaining
the original speed characteristics.

The offset specification depends on the signal swing and the
required yield and reliability. With a swing that equals for ex-
ample six times the offset standard deviation , the chance
that a sense-amplifier will introduce bit-errors due to its offset is
only . With being the cumulative Gaussian distribu-
tion function and being the yield-factor in terms of sigma (six
in this case), this value is calculated as:

. For the earlier introduced 25-tile NoC example with
5120 sense amplifiers on a chip, the chance

for offset related bit-errors is still only 10 ppm. A double-tail
sense amplifier that has an offset standard deviation of 10 mV
(according to 1000 Monte Carlo simulations) consumes about
90 fJ/bit. This sense amplifier can be scaled-down to get an
offset of 20 mV, when a yield per sense amplifier is desired
at 120-mV swing. The energy times offset-variance re-
mains constant, so the corresponding energy consumption will
be 22.5 fJ/bit.

The values for the swing and yield-factor above are not
chosen randomly but actually define a power optimum, due
to the tradeoff between transmitter and receiver power. The
energy that is consumed in the transmitter, including the inter-
connect, has a more or less fixed overhead part and a part that
is proportional to the swing

J/bit (2)

where is the data activity (transition probability). The
energy consumption of the sense amplifier is inversely propor-
tional to the square of the offset and the required yield parameter

relates offset to swing

J/bit (3)

With the substitution of 90 fJ (10 mV)
(random bits), and the data from Table I, a graph can be

Fig. 8. Energy consumption versus swing.

plotted of these two equations and their sum, as shown in Fig. 8.
The figure clearly emphasizes the advantage of low-swing sig-
naling. At large signal swings, the lowered sense amplifier
power can not compensate for the large increase in line power
and full-swing signaling would cost over 5 times more power
than signaling with the optimal swing. For the given parameters,
this optimum is indeed about 120 mV (125 mV to be exact).

The optimum is also analytically solvable by taking the sum
of and , differentiate, and solve for zero

(4)

The equation shows that the optimum is only weakly depen-
dent (with a third-order root) on properties such as and

, so the optimum will not change much for different
wire lengths or different data activities. We can make the reason-
able assumption that the energy consumed in the sense ampli-
fier is, at a given offset, quadratically proportional to the supply

. Under that assumption, the optimal swing is
proportional to the third-order root of the and a change
in supply voltage will also have only a small influence on the
optimum.

A change in technology has no influence on the optimum
swing when we assume feature size scaling with classical
Dennard scaling rules [25]. First, the does not
change significantly over different technologies [1], but in a
NoC, the size of the tiles and thereby the lengths of the wires
are likely to scale, so . Second, (ideally) scales
with . Third, the energy scales with and with

this becomes . Fourth, the
offset scales with as [24]. Put alto-
gether in (4), these four factors cancel each other out.

These observations are in line with the results from [20],
where an optimum swing is calculated for the case when the re-
ceiver would be a “linear” amplifier instead of a latching sense
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amplifier. Despite the use of a quite different calculation ap-
proach and a different technology, a similar optimal swing is
found there.

At the optimal swing of 120 mV, the equations predict
53-fJ/bit energy consumption for the transmitter and intercon-
nect and 22 fJ/bit for the sense amplifier. The actual sense
amplifier circuit that is used in the complete transceiver is
scaled for this optimum and consumes 24 fJ/bit. This is 10%
more than predicted because the minimum width in the tech-
nology limits the downsizing of some transistors and because
the actual sense amplifier consists of two interleaved instances
which creates a slight power overhead of 1 fJ.

V. COMPLETE TRANSCEIVER

A. Transceiver With Synchronization

Section IV discussed the circuits for the data link, but did
intentionally not yet mention how the clock is supplied to the
receiver, as the data transceiver can operate with many different
clocking-schemes, depending on the clocking strategy of the
application (the SoC).

In a synchronous NoC, the receiver can simply be clocked
with a local copy of the global clock, provided that the link
latency does not exceed a clock period. In a completely asyn-
chronous NoC without any clock signals, handshake signals can
be used to provide the sense amplifier with a “clock.” But for
most NoCs, the transceiver clocking strategy that is likely to
be most suitable is a source-synchronous scheme in which the
transmitter sends a copy of its local clock (or “strobe” or “sync”
signal) alongside the data [4]–[6]. It is a simple and fast tech-
nique that is applicable to both synchronous, mesochronous,
and GALS systems, as long as each router has a local clock
available.

This option will be investigated further in this section and
a schematic overview of a source-synchronous transceiver is
shown in Fig. 9. At the left side the data words (flits) from
the transmitting router enter the transceiver where they are op-
tionally buffered in a transmitter register. The capacitive trans-
mitters transmit the data over the link. Parallel to the data-bus,
a gated half-rate clock is also transmitted (or in other words,
data transfer is “double-pumped” or at “double-data rate”). The
sense-amplifier at the receiver consists of two interleaved parts
which act on the opposite edges of the clock to enable proper
sampling with a half-rate clock. Simple NOR-gates are used to
combine the two outputs and create a static output signal.

The clock is transmitted at half-rate because a full-rate
clock would be more heavily attenuated by the wire transfer.
Full-swing drivers are used for the transmission of the clock to
provide as much voltage-swing as possible. Attenuation of the
clock can not be compensated by clocked sense amplifiers and
conventional amplifiers (cascades of inverters) are used at the
receiving end.

The clock is also gated to stop transmission when there is no
data (e.g., in between packets). Both halves of the transmitter are
also set high during absence of data, to eliminate static current
as mentioned earlier. When the clock is stopped, both the halves
of the differential clock signals will become low, to signal the

Fig. 9. Complete transceiver.

Fig. 10. Cascade of direct forwarding transceivers.

receiver that there is no data. When this happens, both halves of
the sense amplifier are also reset low, which enables automatic
elimination of static current in following transceiver stages in
case transceivers are cascaded, as discussed in the following.

B. Cascaded Transceivers

The synchronizing FIFO that is shown in Fig. 9 is normally
present to realign the data with the local clock, and is often com-
bined with queues to buffer the incoming data [8]. However, in
certain router schemes, one can also omit the realignment at in-
termediate routers and directly forward the data to the next link,
which can reduce the latency of the hops significantly. Direct
forwarding—also known as wave-pipelining—can for example
be useful in a circuit-switched network [26], where the cross-
bars that connect the links are pre-configured and there is no
need to realign the data to the local router-clock at each hop, but
only at the destination. Source-synchronous transceivers with
direct-forwarding can also be interesting for more fine-grained
systems that use static routing, such as field-programmable gate
arrays (FPGAs).

To test the concept of direct-forwarding and its wave-
pipelined clock, a number of transceivers are cascaded and sim-
ulated (omitting the switch fabric for simplicity), as shown in
Fig. 10. Each transceiver in the chain resembles the schematic
from Fig. 9, but without the synchronizing FIFO and with the
interleaved sense amplifiers also performing the function of
input register. Chains of inverters are used in the clock-path to
drive the clock-interconnects. The number of inverters is chosen
such that the delay of the clock-path is larger than the delay
of the data path:

to .
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Fig. 11. Direct-forwarding transceiver signals at 5 Gb/s.

The closer these two delays match, the shorter the latency will
be, but at the cost of a reduced timing margin.

Some simulated time signals are shown in Fig. 11. As can be
seen in the figure, the transmission and especially the startup of
the clock is in this setup a speed-limiting factor, as the inter-
connects already cause quite some attenuation of the 2.5-GHz
clock. At rates higher than 5 Gb/s/channel, the accumulation of
clock disturbances over multiple stages prevents proper recep-
tion during the startup-transient. Simulations with clock-wires
in a two times larger metal layer (such that they have four times
lower resistance) showed that the entire system is capable to run
at 9 Gb/s. The purpose of Fig. 11 is to show that even when the
clock wires have to fit in the same area as a single-data channel,
it is still possible to reach 5 Gb/s.

In the current setup, which uses moderately aggressive timing
between data and clock, the latency is 300 ps for a single stage
(independent of the data-rate), so it would cost 1500 ps to cross
10 mm of interconnect over five stages, which is only slightly
larger than the latency of transceivers that use uninterrupted in-
terconnects of 10 mm [10], [12].

As expected from earlier sections, the energy consumed in
a single stage is 129 fJ/transition which amounts to 75 fJ/bit
for random data ( 105 fJ). In comparison, [4]
needs 350 fJ/bit to cross 5 mm at 1.6 GHz, while 2.5 stages
from this design can do it for 188 fJ/bit. The pseudo-differen-
tial low-swing transceiver from [9] needs 1.92 pJ/transition to
drive a wire that has a capacitance of 1 pF, which corresponds to
two stages from this design, which only needs 256 fJ/transition.
The transceiver in [12] uses a similar data transceiver which is
optimized to cross 10 mm of uninterrupted wire. Five stages
from this design need 35% more energy per bit, but the mul-
tiple stages (clocked repeaters) enable a much higher data-rate
(5 versus 2 Gb/s) and a higher yield (with respect to offset and
PVT variations).

The power consumed in the clock is left out of the comparison
above. In this design, the power needed for transmission of the
forwarded clock is shared across all the data channels in the
bus. The transmission of the clock consumes 1.3 pJ/transition
when its inverter cascade is loaded by 64 sense amplifiers, which
amounts to 20 fJ/bit/channel.

The source-synchronous nature of this transceiver helps to
make it resilient towards process spread. Simulations with the

Fig. 12. Line output signals of three channels in a twisted bus.

slow process corner at a temperature of 100 C show an increase
in delay of 65 ps per stage. At the fast process corner at 25 C,
the delay per stage is 45 ps lower than in the nominal situation.
At both corners, the transceiver chain still operates correctly at
5 Gb/s as the change in clock-path delay is equal to the change
in data-path delay within 5 ps.

The simulations described above were, for simplicity reasons
carried out with only one data channel with simple one-dimen-
sional lumped models for the interconnects. To test the effect
of crosstalk, a simulation with a bus with twisted interconnects
was also carried out. The interconnects are twisted as shown
in Fig. 1 and a 2-D mesh of RC-lumps was used to model its
behavior. Simulation results of the interconnect outputs of three
neighboring channels are shown in Fig. 12. Hardly any crosstalk
is visible in the outputs (compare to the single-ended bus signals
in Fig. 3), which illustrates the effectiveness of the twists.

Because part of the wire capacitance is mutual between
the wires in the bus, the common-mode transfer of the bus is
different from that of a single wire. However, the dip in the
common-mode that is visible in Fig. 12 is a startup transient
that does not cause any difficulty for the sense amplifiers.

VI. CONCLUSION

In this paper, we have shown that the combination of a low-
swing capacitive pre-emphasis transmitter, a bus with properly
twisted differential wires, a double-tail sense amplifier and a
source-synchronous clocking scheme is very suitable for com-
munication in a NoC.

Compared to other low-swing transceivers, the capacitive
transceiver does: 1) not need a second supply; 2) can operate
at higher speeds; 3) has a higher power efficiency; and 4) has
a better immunity to supply noise. The capacitively coupled
transmitter also makes the transceiver suitable to cross different
voltage domains.

The transceiver circuits are compatible with standard digital
CMOS circuits and are easily scalable to future technologies.
Analysis predicts that the power-optimal swing is about 120 mV,
also in future technologies.

At this swing, the power consumption of the presented differ-
ential transmitter is four times lower than the power consump-
tion of a conventional full-swing single-ended transmitter, while
the obtainable data-rate is 80% higher. When we include the
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power of the sense amplifier and assume (optimistically) that a
full-swing transmitter needs no dedicated receiver, then the pre-
sented transceiver is still a factor 3.3 more power efficient. For
the 25-tile NoC example with 5-Ghz clock and 25% average
switching activity, this means that the total link power would
drop down to 0.8 W, instead of the original 2.7 W.

With multiple transceiver stages cascaded in a wave-
pipelined fashion, the transceiver can also compete with
global-interconnect transceivers as it enables high data-rates
(5 versus 3 Gb/s in [10] or 2 Gb/s in [12]) at a high reliability
( for random offset and correct operation over process and
temperature corners) and with simple build-in synchronization.
As such, the transceiver is also suitable for the long link dis-
tances that are for example found in networks with a torus or
star topology.
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